
This is Public Space is a series of web commissions by 
contemporary artists for www.upprojects.com. They 
reflect the ongoing exploration into what constitutes 
art in the public domain in the 21st century. Previous 
commissions have taken advantage of the capacity for 
circulation and dissemination that the internet affords, 
while others have foregrounded the technical capabilities 
and social implications of the mechanism itself. 
Accompanying each This is Public Space commission 
is a companion piece, which situate the works within 
wider dialogues that are taking place across different 
disciplines. 

Political Bot[any] by Sam Woolley is a newly commissioned 
piece of writing to companion Phantom Love by Constant 
Dullart. Phantom Love is currently live on our homepage 
and comes at a moment when online activities and their 
ramifications are being felt across national borders and 
political spheres. 

Dullaart points towards a problematic evolution in the 
digital domain where ‘bots’ are instrumental in controlling, 
manipulating and disseminating specific types of 
information or mis-information. Together, Phantom Love 
and Political Bot[any] provoke the startling realisation 
that the majority of our online engagement is beholden 
to and directed by an invisible army of ‘bots’ who control 
and deploy the information we receive. Alongside one and 
other they look at the current and future implications of 
this mechanism. 
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This is Public Space presents artworks that have been specifically 
commissioned for the internet. A vital component of the programme 
curated by UP Projects, TIPS reflects the organisation’s commitment 
to exploring what constitutes art in the public domain in the 21st 
century. 

The various ways in which artists have approached a commission for 
this online ‘public space’ mirrors the opportunities and complexities 
of this domain. Some artists have chosen to take advantage of 
the capacity for circulation and dissemination afforded by this 
worldwide platform, while others have foregrounded the technical 
capabilities and subsequent social implications of the mechanism 
of the internet itself.  Accompanying each new commission is a 
companion, be it in the form of a text or event. These companions 
facilitate additional access to the commissions by situating the 
artworks within broader dialogues that are taking place across 
different disciplines. 

Below is a text by Sam Woolley that accompanies Phantom Love by 
Constant Dullart. Commissioned in 2017, Dullart’s timely artwork 
comes at a moment when online activities and their ramifications 
are being felt across national borders and political spheres. 

Together, Phantom Love and Political Bot[any] provoke the startling 
realisation that the majority of our online engagement is beholden 
to and directed by an invisible army of ‘bots’ who control and deploy 
the information we receive.  The frequency of adverts, updates and 
news posts in our social media timelines is subject to their influence. 
Where Dullart’s work concentrates on the present, dispensing the 
project in real-time, Woolley’s text urges us to consider the political 
and social implications of this current situation on the future. 

Both ask the question who or what is being amplified?

You can view Dullaart’s commission here and read below for 
Woolley’s text.

http://www.upprojects.com/projects/commissions/phantom-love/
http://www.upprojects.com/projects/commissions/phantom-love/


Political Bot[any]: 
Exploring  
the Nature 
of the Social Media 
Bot 
Samuel Woolley

Four and a half years ago several colleagues and I co-founded a 

research project at the University of Washington in Seattle. Our 

goal was to gain insight into the ways that bots and automated 

software were used to do online tasks on behalf of a person for 

political purposes. More than anything, I wanted to understand the 

intentions behind using bots for political communication and our team 

called these creations “political bots.” Political bots are automated 

accounts on social media, constructed to mimic real people in order 

to manipulate public opinion. How were bots used in for political 

purposes? Who was using them? Why were they using them?

Our team had noticed armies of political bots being deployed over 

Twitter during the Arab Spring to amplify the standing of particular 



people or ideas. They would automatically retweet or like messages 

from particular politicians while simultaneously sending out stock 

messages on their behalf. At the same time, political bots were being 

used to stifle conversations amongst democratic activists in North 

Africa and the Middle East who were attempting to use social media 

to communicate and organize. Automated accounts would spam the 

hashtags that groups were using to coordinate, filling them with 

stock photos and garbled scripts. We knew we were seeing something 

unusual, but we had no idea that social media bots would become such 

a crucial tool for manipulating information flows in years to come. 

Of course, people around the globe are now aware that a variety 

of powerful political actors—from the Russian Government to ISIS 

to campaign managers in Europe and North America, have all used 

bots in efforts to interrupt and control communication over social 

media. The U.S. congress highlighted political bots as crucial tools in 

both foreign intervention and the spread of “fake” news during the 

2016 U.S. election.  Heads of State in the Philippines, Ecuador, and 

Turkey have sanctioned the usage of “keyboard armies” and online 

troll networks that use bots to facilitate the spread of pro-regime 

propaganda and attacks upon opposition.  

While the negative uses of bots tend to dominate stories in the news 

and media, there has also been growth in using social media bots 

as social scaffolding: to aid journalists building better one-to-one 



connections with readers , to help political activists reach young 

voters and to allow artists the ability to critique power and express 

creativity. These uses, and those less palatable, reveal the particular 

benefits of the bot as a new medium for communication.  They also 

illuminate a unique connection between the bot and the person who 

builds and launches it.  In short, bots act as a proxy for their builders, 

regardless of whether they are being used to manipulate, uncover, or 

comment.  

Both the proxy nature of bots and their socio-political power as tools 

are built upon the same categorical foundations that the Atlantic 

Council’s Ben Nimmo says can aid in the detection of manipulative 

political bots.  They are defined by activity, amplification, and 

anonymity. The average political bot “exist[s] to promote messages” 

(activity), “hypertweets” (amplification), and lacks a verifiable identity 

(anonymity). But what do such characteristics mean for bot makers 

who use bots to produce journalism or create art?  What do they mean 

for current, value-laden, conceptions of bots? 

All three markers of the bot can be just as useful to a data-minded 

reporter as they can to the unethical political communication 

consultant. One bot building journalist told me that he thinks of his 

creations as “information radiators” that constantly report on his 

behalf while he works on other tasks. They can crawl massive data 

leaks, isolate key points, and release them over Twitter. Unlike their 



builders, these bots are able to be constantly active and amplify 

issues that get lost in mountains for information. Bots make data 

understandable; connecting NRA to politicians’ stances on gun control 

or releasing the latest scientific information on climate change. 

When a reporter launches this kind of social media bot it can give the 

account legitimacy and allow it to gain followers. It can also make that 

reporter the target of particular zealous political trolls. The potential 

characteristic of anonymity is tricky when it comes to using bots for 

the causes of democracy or creativity. A lack of identity is often a 

feature of the political bot, but it can also serve to protect journalists 

and democratic activists using bots as novel means of communication. 

In fact, one activist told me she built an anonymous bot that argued 

with trolls in order to keep them busy. She had become so worn 

down by the constant barrage of hate speech and threats directed 

at friends, colleagues, and the general public that she decided to use 

automation as a solution to a problem that was likely facilitated by 

automation. 

In 2015, I co-authored a piece with 13 other bot experts (botanists?) 

entitled “How to Think About Bots.”  We wrote that “platforms, 

governments and citizens must step in and consider the purpose, and 

future, of bot technology before manipulative anonymity becomes a 

hallmark of the social bot.” In some ways, I think this battle has been 

lost. The manipulative version of anonymity has become an Achilles 



heel for social media firms, regardless of gameable “real-name” 

policies, because it has allowed their services to become tools for 

propagandists. In popular media, concerns about bots are now nearly 

inextricable from a broader lack of transparency over social media 

and political machinations. The concern now is not just about how 

anonymous bot accounts might spread mis- or dis- information, it is 

also about how these digital automatons could unknowingly tweak 

what users see in their newsfeed or find to be trending.  

Anonymity, as ever, is closely tied to privacy and both of these are 

tied to foundational tenants of democracy. Indeed, conversations 

with bot makers have made it clear to me that anonymity can be 

as—and even more—useful to activists who use bots as proxies for 

protection as they can to political actors who use them to cover their 

tracks. So where does that leave policymakers trying to regulate the 

now gargantuan problem of digital disinformation, publics working 

to decide whether or not a social media trend is manufactured, or 

tech platforms looking for curb manipulative uses while preserving 

beneficial ones? What does it mean for the variety of people who use 

bots in new, and as of yet unforeseen, ways? 

It is clear that more regulation of social media is coming, and it will no 

longer by primarily self-guided by tech firms. As this happens, there 

will be a desire for those who have cursory understandings of the 

situation at hand to use bots as a scapegoat. Platforms like Twitter, 



which have always had quite open bot policies, are facing the most 

scrutiny from lawmakers and the public. But it isn’t necessarily the use 

of bots that is the problem. Twitter allowed for bots, at least in part, 

because it hoped to draw builders making creative uses of software in 

order to better experiences on the platform. Sadly, the company didn’t 

seem to consider how this access could be exploited.  

Automation—along with activity, amplification, and anonymity—can 

be leveraged in problematic ways in online communication. They can, 

however, also be useful to groups who have good reasons to fear 

speaking truth to power. In the United States, at least, attorneys are 

set to have a field-day over the complex questions relating to how 

these characteristics of a great deal of digital communication relate to 

free speech. 

One route for addressing the issue of online political manipulation lies 

in considering not just automation—or another one of the three A’s of 

political bots—but also a variety of other markers of in-organic online 

social movements. If researchers can isolate metrics for tracking 

such “astroturf” efforts to spread information than they might be 

able to prevent computational propaganda attacks before they 

take hold. Another way to help solve this problem is to build better 

verification systems for identifying automation into social media. 

What is stopping Twitter from publically identifying when an account is 

using automation? People can judge by the content whether or not the 



automation is problematic for them and this will help Twitter to isolate 

accounts that use otherwise acceptable levels automation to spread 

abuse or junk news.   

New digital platforms that seek to close off the ability to propagandize 

are already emerging. Late last year closed network chat apps like 

WhatsApp and WeChat overtook traditional social media sites like 

Facebook and Twitter in terms of monthly active users.  However, 

these platforms are not without their own issues—they still allow for 

large scale circulation of disinformation and they often lack clear 

mechanisms for verifying the validity of shared links and stories.  

My own research, now based between the Digital Intelligence Lab at 

the Institute for the Future and the Computational Propaganda Project 

at the University of Oxford, has made one thing clear: it is time for 

social media firms to “design for democracy”.  We must prioritize the 

positive social uses of these digital platforms while preventing those 

that are harmful. 





Appendix

 1   https://qz.com/1088955/congress-is-investigating-how-twitter-twtr-bots-may-
have-impacted-the-us-election/ 

  2  http://comprop.oii.ox.ac.uk/publishing/troops-trolls-and-trouble-makers-a-global-in-
vento ry-of-organized-social-media-manipulation/ 
 
  3 http://www.niemanlab.org/2017/04/this-is-how-the-new-york-times-is-using-bots-
to-create-more-one-to-one-experiences-with-readers/
 
 4 https://www.politico.com/tipsheets/morning-tech/2016/10/why-political-activ-
ists-are-turning-to-chatbots-216669 

  5 https://www.theguardian.com/technology/2016/apr/15/move-over-chatbots-meet-
the-artbots 

  6 https://qz.com/954255/bots-are-the-newest-form-of-new-media/ 

  7 https://medium.com/@DFRLab/human-bot-or-cyborg-41273cdb1e17 

 8  https://motherboard.vice.com/en_us/article/qkzpdm/how-to-think-about-bots 

  9 http://www.businessinsider.com/the-messaging-app-report-2015-11 

  10 http://comprop.oii.ox.ac.uk/publishing/working-papers/computational-propagan-
da-worldwide-executive-summary/ 
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